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1 Introduction
External sandhi processes, in which the target of an alternation is in a different
word from the trigger of the alternation, differ from word-internal phonological
processes in two important ways: they are subject to locality conditions that con-
strain which two word sequence the process can apply to, and they are more likely
to be “optional” or inherently variable. Locality conditions on sandhi processes
have received various analyses in the literature on prosodic phonology (Cooper and
Paccia-Cooper, 1980; Selkirk, 1984; Kaisse, 1985; Odden, 1987; Nespor and Vogel,
1986; Pak, 2008; Selkirk, 2011; Šurkalović, 2016), but they do not link the locality
conditions on sandhi to its variability, which is usually just noted and taken at face
value. Recent phonological work interested in formalizing phonological variation
(Pierrehumbert, 2001; Bybee and Scheibman, 1999; Coetzee and Pater, 2011; Co-
etzee and Kawahara, 2013, more relevant cites) has not tried to answer the question
why cross-word processes specifically should be variable, and how this variability
relates to their locality.

In this paper, we draw on speech production planning research in order to con-
nect these two properties of external sandhi to a single underlying source: the lo-
cality of speech production planning (see also Wagner, 2011, 2012; Tanner et al.,
2015). By developing and extending the predictions made by current models of
speech production to external sandhi phenomena, we aim to provide a new per-
spective on the pattens of variability in connected speech, complementing existing
theories of phonological alternations.

First, drawing on insights from current models of speech production, we present
our Production Planning Hypothesis (PPH), and outline its predictions for exter-
nal sandhi phenomena. Second, we present a case study of English coronal flapping
in order to test its predictions: a production experiment which looks at the effects of
syntactic junctures, and a corpus study looking at the effects of lexical frequency of
the two words involved. In both studies, we control for the strength of the prosodic
boundary separating the words in order to test whether these effects can be reduced
to temporal compression and the resulting higher degree of gestural overlap.

1.1 Previous Analyses of Flapping
In English, the coronal stops /t,d/ can be realized as an alveolar flap when they
appear between vowels.1 When the VTV sequence is within a single word, the flap

1And also after certain sonorants, e.g. in /ntV/ and /ndV/ sequences, which we will not discus
here.



realization is nearly categorical, unless the following vowel is stressed. But when a
word boundary intervenes, whether a speaker will flap is variable, and depends on
various factors such as speech rate and the strength of the boundary separating two
words (e.g. Kahn, 1976, i.a.). This pattern of variability is common across many
sandhi processes cross-linguistically – but why are segmental processes at word
edges often more variable? Intuitively, the target and the trigger of an alternation
must be “close enough” in order to interact, but different processes seem to have
different locality restrictions governing what counts as close enough (cf. Kaisse,
1985).

Prosodic Phonology (e.g. Nespor and Vogel, 1986) captures locality conditions
by pairing the structural description of a process with a domain of application de-
fined by prosodic constituents, which are in turn derived from syntactic structure.
Processes like flapping, however, do not seem to have an absolute syntactic upper
bound that makes its application impossible, nor is there a clear split between a
domain where it categorically applies or does not apply. It seems that flapping can
in principle apply across any two words, even when separated by clause junctures,
but is increasingly less likely to apply across bigger boundaries (Scott and Cutler,
1984; Fukaya and Byrd, 2005). This pattern is difficult to capture by restriction to a
certain type of prosodic domain. Nespor and Vogel (1986) attribute this to variabil-
ity in prosodic phrasing, in that often a single phonological utterance (the domain
of flapping) is restructured into several such phonological constituents, blocking
flapping from applying.

Another way that flapping has been analyzed is as a consequence of gestural
overlap between the /t,d/ and adjacent vowels (cf. Fukaya and Byrd, 2005). This
view is supported by observations that flapping is gradient rather than categorical
(Fox and Terbeek, 1977), at least when looking at articulatory measures as opposed
to acoustic ones (De Jong, 1998). It is also supported by findings that flapping
does not neutralize the distinction between an underlying /t/ and /d/, which is still
reflected in small but consistent phonetic differences in the length of the preced-
ing vowel (Malécot and Lloyd, 1968; Herd et al., 2010; Braver, 2011). This is
unexpected if flapping involves a categorical change (though see Bermudez-Otero,
2011). Finally, it is also supported by the obeservation that consonants other than
/t,d/ are subject to similar temporal reductions in flapping environments (Turk,
1992).

Under the gestural overlap view, the temporal “closeness" of the consonant and
vowel gestures is directly related to the likelihood of a flap, and flapping is simply
a reflex of greater gestural overlap when the two words are temporally compressed
and articulated more closely to each other. Under this view, syntactic and prosodic
boundaries exert an effect on the flapping rate by way of inducing a temporal slow
down a the boundary due the effect of final lengthening (Byrd and Saltzman, 2003).
This view also accounts why other temporal modulations, such as changes in speech
rate, affect the overall likelihood of flapping (cf. Browman and Goldstein, 1992).

The account of flapping in terms of gestural overlap hence does relate locality
and variability, similar to the PPH. We will see evidence, however, that the local-
ity of production planning has effects even when the degree of lengthening at a
boundary is controlled for, suggesting that the temporal compression necessary to
allow for gestural overlap may be a necessary but not a sufficient condition for flap-



ping. We will argue that whether a stop is planned as a flap depends not just on the
proximity of the gestures, but also on whether the upcoming vowel-initial word is
sufficiently planned out at the time of encoding.

1.2 The Production Planning Hypothesis
The PPH can be motivated based on the research on speech production planning,
which has shown that the window for detailed phonological encoding is quite nar-
row. For example, Sternberg et al. (1978) found utterance initiation time correlates
with the overall number of words in and upcoming word list, suggesting that the
number of items in a list is planned early on. Utterance initiation time also corre-
lates with the number of syllables in the first word, while the number of syllables
of later words was irrelevant. This suggests that higher level information is planned
over a large planning window, while more detailed, phonological information about
the content of a word is planned very locally. According to Levelt’s influential
model of speech production (Levelt et al., 1999), segmental information is encoded
in roughly word-sized planning chunks, but of course the application of a sandhi
process requires planning a chunk that encompasses the current word and at least
the beginning of an upcoming word. The size of the window for phonological en-
coding has in fact been shown to vary. Wheeldon and Lahiri (1997, 2002) found
that depending on the task, utterance initiation can be driven more by the number
of upcoming prosodic words (with more planning time), or the internal complexity
of the first upcoming (shorter planning time). We submit that the variability in the
application of sandhi rules can be linked to this variablity in the size of the planning
chunks.

The likehood of two words being phonologically encoded within the same plan-
ning window will be affected by any factor that influences the scope of production
planning: syntactic constituency and semantic coherence (Wheeldon, 2013), lexi-
cal frequency (Konopka, 2012), cognitive load (Ferreira and Swets, 2002; Wagner
et al., 2010), individual differences in planning scope (Swets et al., 2014), and po-
tentially many other factors. For example, when encoding the articulatory plan for
a verb, it seems plausible that the segmental content of the upcoming word is more
likely to be planned simultaneously if it constitutes its complement (e.g. a direct
object), compared to when it constitutes part of the subject of a following sentence.
This could have semantic and syntactic motivations, and correlates with the fact
that an upcoming subject would be more likely to be set off by a prosodic boundary
than an upcoming object. The size of a prosodic boundary itself might affect the
likelihood of the following word being planned, or it might be a reflex of whether it
has been planned. Krivokapić (2007) showed that post-boundary pauses, an impor-
tant cue to boundary strength, are affected by complexity of upcoming constituents
both in terms of the length and branchingness of prosodic constituents, suggesting
that both influence the course of phonological encoding.

The PPH predicts that any phonological alternation which relies on phonolog-
ical information in upcoming words will show variability, since they cannot apply
if the conditioning phonological environment in the next word has not yet been re-
trieved and encoded, and that the precise locality condition will depend on the kind
information that is needed.



In this paper we test three specific factors that are predicted by the PPH to
modulate variability:

1. Strength of prosodic boundary: a stronger boundary between the stop and
the following vowel should have a negative correlation with the probability
of flapping;

2. Strength of syntactic break: higher level syntactic boundaries should delay
planning of the upcoming word and negatively correlate with flapping proba-
bility; and

3. Frequency of the following (triggering) word: higher frequency words
should be retrieved more easily and hence planned earlier relative to the first
word, and should show a higher flapping rate.

2 Boundary strength: production experiment
This production experiment examines the effect of phonological, prosodic and syn-
tactic context on the realization of word-final /t/. For this paper, we restrict the anal-
ysis to the condition where vowels preceded and followed the target /t/, meeting the
segmental conditions for flapping. The presence of a clause juncture is predicted to
make it less likely that an upcoming word is planned, and hence decrease the rate of
flapping. Similarly, a stronger prosodic boundary plausibly reduces the likelihood
that an upcoming word is planned (or maybe strong boundaries are strong partly
because the upcoming word was not planned yet–we will not try to tease this apart
here), and hence the flapping rate is expected to decrease as prosodic boundary
strength increases.

2.1 Methods
Participants Twenty-three participants were recruited from the McGill Univer-
sity community.

Materials The materials for the production study consisted of eight item sets in
four conditions, varying two factors: Phonology and Syntax. Each item was a sen-
tence with two clauses, as in (1), where the verb in the initial embedded clause
was a nonce word that contained the target word-final /t/. The target /t/ was always
preceded by a vowel, and followed by either a vowel- or consonant-initial proper
noun depending on Phonology condition. The Syntax manipulation varied whether
the nonce verb was followed by a clause boundary. In one condition, the following
word was the object of the nonce verb (No Clause Boundary condition), forming a
close synactic relationship, while in the other, the following word was the subject
of the main clause (Clause Boundary condition), creating a large syntactic break
after the target word.

Procedure Participants recorded each item in each condition once at normal speak-
ing tempo, and once at a fast tempo. They were allowed to familiarize themselves
with the sentence before the recording began.



Phonology Syntax
Clause Boundary No Clause Boundary

Consonant If you plit, Alice will be mad. If you plit Alice, John will be
mad.

Vowel If you plit, Penny will be mad. If you plit Penny, John will be
mad.

Table 1: A sample item from the production experiment, showing the four possible
conditions.

Analysis The recorded utterances were force-aligned using the prosodylab-aligner
(Gorman et al., 2011), and annotated by a research assistant for type of realization:
released, unreleased, glottaled, deleted or flapped. Acoustic measures were also ex-
tracted: duration of the /t/, of the preceding vowel, and of the following segment.2

Since this paper’s focus is on flapping, we restricted the data to only the con-
dition in which a vowel follows the target word. Furthermore, we analyzed only
the data elicited at the fast speech tempo, since flapping was very rare at a normal
tempo. Finally, we excluded tokens that were followed by a pause, since none of
these tokens were ever flapped. This left 368 tokens for investigation.

2.2 Results
The overall rate of flapping annotated in our data was 22.01%. This is in stark
contrast to the flapping rate of 93.9% found by Patterson and Connine (2001) for
word-medial /t/ in a corpus of conversational speech.

The rate of flapping was lower when a clause boundary followed the target word
with a rate of 17.39%, compared to 26.63% when no clause boundary followed. As
for the effect of boundary strength, which is operationalized here as lengthening of
the preceding vowel, empirical examination suggests that there is a negative corre-
lation with flapping rate. This is shown in Figure 1.

The empirical plots also show that the correlation between vowel duration and
flapping rate may only hold if there is a clause boundary following the /t/.

Estimate Std. Error z value Pr(>|z|)
(Intercept) -2.60 0.76 -3.41 0.00
Syntax.std 0.98 0.46 2.14 0.03
vDur.log.std -0.92 0.69 -1.34 0.18
Syntax.std:vDur.log.std 0.97 0.82 1.18 0.24

Table 2: Fixed effects coefficients (β̂ , standard errors (se(β̂ )), z-scores, and p-values
for all model predictors.

The results were analyzed with a logistic regression. A mixed-effects model was
fitted to the data, with Syntax and Vowel Duration as fixed effects. The interaction
between these two was also included as a fixed effect, given the differing trends
observed for the two conditions of Syntax, shown in Figure 1. The model also

2set up for why these measures in the experiment intro?
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Figure 1: Empirical plots of the correlation between the rate of flapping for the target
word and the duration of the vowel preceding the word-final /t/.

included full random effects structure by participant and by item, which controls
for possible differences in baseline flapping rates and in effect size for each variable
across individuals (Barr et al., 2013). This model is reported in Table 2.

Syntax significantly predicted flapping (β = 0.98, p = 0.032) and vowel duration
was in the expected direction, negative (β = −0.919, p = 0.18). The interaction was
not significant (β = 0.96, p = 0.23). The two factors were correlated (r = −0.16, p
= 0.002) but model comparison suggested Syntax was the better predictor (Syntax:
χ2(3) = 6.97, p = 0.073; Vowel Duration: χ2(3) = 2.25, p = 0.52 ).

2.3 Discussion
These results show that the presence of a clause boundary after a word-final /t/ has
a significant influence on its likelihood of being flapped. Since the model controls
for Vowel Duration (i.e. final lengthening) as an independent, continuous measure
of prosodic boundary strength, we conclude that the effect of the syntactic ma-
nipulation is not completely reducible to durational effects associated with clause
boundaries. Furthermore, the effect of Syntax is not categorical – a clause boundary
does not completely block flapping, but rather decreases the probability in a gradi-
ent way. For example, holding Vowel Duration at its mean value, the probability of
flapping is estimated to be 18% if a clause boundary follows, but increases to 36%
if no clause boundary follows.

Capturing this effect either by direct reference to syntax or via reference to
prosodic domains would require refining the blocking mechanism beyond a di-
chotomy of application/non-application. On the other hand, this type of subtle ef-
fect is completely consistent with the locality of production planning hypothesis.
Previous studies have shown that greater syntactic complexity can delay production
latencies, suggesting and increased planning load (Ferreira, 1991). Hence, an up-
coming noun phrase (e.g. Alice in plit Alice) should incur less of a processing load
if it is the final noun in the embedded clause, where it would be a small one-word



constituent, rather than the first noun in a completely new clause, which would ini-
tiate planning of the entire new clause. Under the PPH, the delay incurred by the
planning of a new clause has consequences for the low-level encoding of phono-
logical segments, in that planning of the final segmental material in the first clause
may have to proceed in the absence of information about upcoming segments. If
this occurs, flapping will not apply since the licensing conditions for flapping are
not met – no following vowel is present at that point in time, and hence a flap cannot
be planned.

In sum, the results of this experiment revealed a consistent but gradient effect
of syntactic clause boundaries on flapping. This is consistent with the predictions
of the PPH, which predicts a probabilistic decrease in the availability of upcoming
segmental information under increased planning load. Understanding the effect of
syntax as mediated through production planning captures the non-categorical nature
of this effect, which could not be explained by current accounts of external sandhi
locality restrictions.

The PPH also makes a more general prediction that any factor which affects or
delays production planning will have a similar inhibitory effects on flapping, and in
the following we turn to frequency effects as observed in a corpus of spontaneous
speech.

3 Lexical frequency: corpus study
The effect of lexical frequency on speech production has been shown in many stud-
ies, for example response latencies are lower in picture naming (Oldfield and Wing-
field, 1965; Jescheniak and Levelt, 1994). A higher frequency of an upcoming word
(the word containing the other vowel that the flap is released into) should there-
fore have the effect that it will be planned earlier relative to the first word (see
Tanner et al. (2015) for discussion of potential effects of the target word’s lexical
frequency).

3.1 Data set
The data source for this study was the Buckeye Corpus of conversational speech
(Pitt et al., 2007). We extracted3 11863 tokens of words which end in a vowel
then /t/ or /d/ and were followed by a vowel-initial word (46.24% were transcribed
as flaps). Of these, we excluded tokens where the following word was a disflu-
ency marker4 (18.26% of tokens), and where the following word was reduced to
a syllabic consonant on the surface (0.07% of tokens). This left 11863 tokens for
analysis.

Word frequencies were retrieved from SUBTLEX-US, a database of word fre-
quencies based on film and television subtitles (Brysbaert and New, 2009). Bound-
ary strength was included as a predictor, since results from our production exper-
iment suggested that this also affects flapping rate. We operationalized bound-

3We gratefully acknowledge the assistance of Michael McAuliffe in extracting these data.
4These words were ’uh’,’um’,’okay’,’yes’,’yeah’,’oh’,’heh’,’yknow’,’um-huh’,’uh-uh’,’uh-

huh’,’uh-hum’,’mm-hmm’, and ’and’, all of which were associated with flapping rates well below
the mean by word-type.
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Figure 2: Correlation of token word and following word frequency with flapping in
the current data set

ary strength as observed/expected word duration, where expected duration was the
mean duration for that word in the entire corpus. This variable reflects the amount
of pre-boundary lengthening, an effect which has been shown for English to be
well-correlated with boundary strength (Wightman et al., 1992). This measure also
relates to the predictions of gestural overlap, since a greater O/E ratio would reflect
less temporal overlap between the adjacent segment gestures. Number of syllables
was calculated for both the token and following word, with each syllabic segment
in the Buckeye surface transcription counting as one syllable.

3.2 Model structure
A mixed-effects logistic regression was fit using the glmer function in the lme4
package (Bates et al., 2014) package in R (Team et al., 2013). The dependent mea-
sure was whether or not the underlyingly /t,d/-final word was annotated as a flap
in the surface transcription. The log-transformed lexical frequency of the token
word and the following word were standardized and included as fixed effects. Con-
trol predictors included presence of pause, a binary variable, underlying voicing
of the word-final segment (/t/ or /d/), observed/expected (OE) word duration, log-
transformed and standardized, and binary variables tracking whether the token and
following words were monosyllabic or not. Random effect structure included by-
speaker and by-word intercepts, and by-speaker and by-word slopes for following
word frequency.

3.3 Results
Table 3 shows the model estimates for the fixed effects coefficients. Each coefficient
represents the estimated change in log-odds of flapping when other predictors are
held at their mean observed values, except pause which is held at 0 (no pause).

The model finds a reliable difference between flapping rates for /d/ and /t/ once
the effects of other variables are taken into account, with /t/-final words more likely
to be flapped. The estimate for pause is negative and of very large magnitude com-
pared to other effects (β̂ = −4.8, p < 0.001), confirming that flapping in the pres-
ence of a pause is very rare (just under 1% of tokens followed by pause in the subset
under analysis are annotated as flaps). The effect of O/E word duration was not re-



Estimate Std. Error z value Pr(>|z|)
(Intercept) 0.654 0.115 5.681 0.000
underlying_final.std 0.338 0.117 2.888 0.004
log10wf.std 0.213 0.124 1.712 0.087
log10wf.next.std 0.290 0.096 3.010 0.003
oedur.log.std 0.047 0.133 0.356 0.722
sylls.std -0.182 0.142 -1.284 0.199
sylls.next.std -0.021 0.091 -0.231 0.818
pause -4.796 0.239 -20.042 0.000
log10wf.std:log10wf.next.std 0.228 0.136 1.677 0.094

Table 3: Fixed effects coefficients (β̂ , standard errors (se(β̂ )), z-scores, and p-values
for all model predictors.

liably different from 0 (β̂ = 0.05, p =0.722). Nor does the number of syllables in
the target or following word have a statistically significant effect.

As for our crucial variable, the model confirms that the lexical frequency of
the second, vowel-initial word in the sandhi pair has a reliable effect on the likeli-
hood of flapping. Higher frequency vowel-initial words are more likely to trigger
flapping on a preceding coronal stop (β̂ = 0.29, p =0.003). The frequency of the
coronal-final word itself showed a positive trend, but the effect was not statistically
reliable in the full model (β̂ = 0.21, p =0.087). There was also a positive interac-
tion between these predictors: increasing the frequency of both words in the sandhi
pair increases the likelihood of flapping even more than would be expected from
the sum of the independent effects of each word’s frequency (β̂ = 0.23, p =0.094),
though again the interaction was not reliable in the model with full random effect
structure.

3.4 Discussion
The results of the corpus study show that there is a strong correlation between the
following word frequency and the likelihood of flapping. This is consistent with the
prediction of the PPH that flapping should be more likely when the following word
is easier to plan. Lexical frequency is well-known to have a facilitatory effect on
word form retrieval (Jescheniak and Levelt, 1994). This has the consequence that
phonological encoding of the following vowel-initial word may begin sooner for
more frequent words, thus making the vowel more available to trigger flapping on
the target coronal-final word, according to the PPH.5

The measure of prosodic boundary strength that we included in this analysis,
O/E duration, showed a negative trend in empirical analysis. However, its effect
was not reliably different from 0 in the model once other factors were controlled
and a by-word random slope was included. There was a high variance in estimated
random slopes by word, suggesting that the O/E duration predictor may be reflect-
ing different information in different words.

5We believe that a better measure of the predictability of an upcoming word would be an estimate
of its conditional probability given the first word, but we have not yet computed this.



4 General discussion
These results show that both spontaneous and lab-elicited speech exhibit patterns
of variabilty that are predicted by the locality of production planning hypothesis.

The production experiment results show that syntactic boundaries have a gradi-
ent blocking effect on flapping likelihood, and that this effect does not appear to be
entirely due to the temporal slow-down effects at the clause boundary, since it was
signficant when also controlling for pre-boundary lengthening. Interpreting this
finding within the Prosodic Phonology framework is not straightforward – it is un-
clear which domain of application flapping could be restricted to in order to explain
this pattern, since flapping does occur in both syntactic structures. One possibil-
ity would be to adopt Nespor and Vogel’s (1986) restructuring mechanism, which
can variably restucture two adjacent domains into a single one based on speaking
rate and other factors. In the absence of independent evidence that the non-flapping
cases have been prosodically restructured, an interpretation of the syntax effect un-
der the PPH offers a more explicit mechanism for the effect, and one with many
testable predictions. Although prosodic groupings are clearly an important part of
phonological description, it may be possible to gain important insights into external
sandhi segmental processes without explicitly tying them phonological domains by
taking into account locality of speech production planning effects.

As discussed in the introduction, syntactic locality effects and variability in gen-
eral could also receive a gestural overlap account, as in Fukaya and Byrd (2005).
Edges of larger syntactic constituents are known to be associated with final length-
ening (Wightman et al., 1992), which could interfere with the degree of overlap
needed to cause a percept of flapping. However, the results of our production ex-
periment suggest that the inhibitory effect of a clause boundary is above and beyond
durational effects. Final lengthening, measured as the duration of the vowel preced-
ing the target /t/, did not have a statistically significant effect in a model that also
included syntax, and a likelihood ratio test showed that it did not significantly im-
prove the model compared to a model with syntax as the only predictor. These
results are not counterevidence against a gestural overlap account of flapping, but
show that such accounts could be fruitfully paired with the PPH to account for syn-
tactic and other non-temporally based effects that contribute to the variability of
external standhi processes.

The corpus study revealed a positive effect of the following word’s frequency.
This confirms another prediction of the PPH: words that are planned more quickly
are more likely to influence the phonological encoding of the word that precedes
them, which in this case means triggering flapping. This type of effect is not part
of any theories of locality, but has been investigated in the literature on probabilis-
tic phonetic reduction, in the vein of Jurafsky et al. (2001). Pluymaekers et al.
(2005) showed that for seven high frequency words in Dutch, mutual information
with the following word was predictive of reduction, with fewer segments realized
when mutual information was high. Torreira and Ernestus (2009) found an effect of
bigram frequency with the following word on the acoustic realization of /t/. Ernes-
tus et al. (2006) showed that a sandhi phenomenon in Dutch, voice assimilation,
is more likely to occur within a compound when the two component words have a
high cooccurence frequency.

On the interpretation of flapping as a reductive process, our results are in line



with these previous findings, and compatible with the general idea that prosody in
general and prosodic phrasing in particular is sensitive to predictability and infor-
mation density (Aylett and Turk, 2004; Turk, 2010). The PPH offers an explanatory
mechanism for such frequency and predictability effects.

The predictions of the PPH and, for example, the Probabilistic Reduction Hy-
pothesis of Jurafsky et al. (2001), are fairly similar in the case of external sandhi
processes that are reductive. One way their predictions could be teased apart is
by examning sandhi processes that are non-reductive: the PPH predicts similar ef-
fects of the likelihood of an upcoming word being planned on the application rate
of the sandhi process, say one in which a segment is inserted if an appropriate
phonological environment follows, like liaison in French. The realization of liaison
consonants, which depends on an upcoming word starting with a vowel, should in-
crease with a greater predictabilty of an upcoming word. For such non-reductive
processes, the Probabilistic Reduction Hypothesis would make no prediction, or
maybe in fact predict a lower rate of liaison with greater predictability of the up-
coming word, since predictability should correlate with more reduction.

5 Conclusion
This paper has developed the predictions of the production planning hypothesis, and
tested three of them on a case study of English flapping. Our production experiment
tested the effect of syntactic clause boundaries and prosodic boundary strength on
the likelihood of flapping. Results showed that clause boundaries do make flapping
less likely, but do not rule it out completely. Given findings that production plan-
ning is constrained by syntactic constituency (cf. Wheeldon et al., 2011), the PPH
provides an explanatory mechanism for this effect.

The corpus study we conducted found that the frequency of the word follow-
ing the coronal-final test word had a significant influence on the rate of flapping.
The more frequent the following word, the more likely the coronal stop was to be
flapped. This is again consistent with the PPH: given that higher lexical frequency
facilitates a word’s retrieval, the PPH predicts more frequent words to be phono-
logically encoded sooner relative to the first word, and therefore lead to a higher
flapping rate.

Future work should investigate if the effects of the PPH also hold for non-
reductive external sandhi processes, such as liaison in French.
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